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Background: An IoT Big Data analysis platform should be able to dynamically manage IoT 
data and it should be appropriate the fundamental components, known as the 5V’s of big 
data. Therefore, speed and accuracy are two important criteria to consider. In this context, 
there are no similar studies that prioritize speed and accuracy criteria in big health data. It is 
thought that this study and the experimental results obtained are a new approach in the field 
of healthcare, hence it will add novelty to the studies to be carried out. The main objective of 
this paper is to detect anomalies at the edge of IoT for the effective management of big health 
data.
Methods: This study focuses on detecting anomalies on the data stream created with IoT 
sensors between the sensing and network layer. The classification success and data proces-
sing speed of the random cut forest, logistic regression, Naive Bayes, and neural network 
algorithms used for anomaly detection are compared. In order to detect anomalies in a data 
stream consisting of temperature, age, gender, weight, height, and time data and compare 
algorithms.
Results: The speed and accuracy performances of ML Algorithms were compared. The 
performance comparison shows that the LR algorithm will be more successful in IoT systems 
in terms of speed, although it is very close to the RCF in terms of accuracy.
Conclusion: The experimental results show that using ML algorithms on IoT edges will 
help make effective and timely decisions in the healthcare domain. Thus, the big data 
generated by the IoT sensing layer in healthcare will be formed at a more manageable 
level. Also, thanks to this, service providers, users, and other interested sides will be 
minimally affected by the negative effects of anomalous data.
Keywords: internet of things, big data management, big data analytics, data filtering

Introduction
As a result of digitalization gaining momentum in the world, the generation, 
collection, analysis, and storage of data that will facilitate our daily lives and the 
establishment of decision-making mechanisms based on meaningful data have 
gained importance. Parallel to the proceedings, IoT technology including cloud 
computing and database systems, which can detect the sensing networks, devices, 
or people that can observe the physical world, produce and process data, and 
perform decision-making processes, has emerged. The devices that make up this 
technology can communicate with each other over the internet and share informa-
tion. As a result of this feature, the internet of things technology is being used 
effectively in smart homes, smart cities, smart energy, smart agriculture, and smart 
industry systems. However, IoT devices could not filter the data at the same time 
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while producing it, and the data produced in the domain of 
healthcare is vital.1,2 The data produced through IoT 
devices must be transmitted to the relevant healthcare 
provider simultaneously and accurately. IoT edges are the 
first place where data can be pre-processed before the 
generated data go to the cloud. It is important to filter 
data before they go to the cloud because if filtering is 
not done, the success of cloud services in terms of speed 
and accuracy decreases3,4, and doubt about synchronicity, 
and accuracy can cost the lives of patients receiving health 
care. Therefore, speed and accuracy are two important 
criteria to consider. In this context, there are no similar 
studies that prioritize speed and accuracy criteria in big 
health data in the previous research. It is thought that our 
study and the experimental results obtained are a new 
approach in the field of healthcare domain, for this reason, 
it will add novelty to the studies to be carried out. Studies 
in different IoT fields are shown as examples in the related 
works section to mention the importance of the problems 
we focus on.

In this study, the concepts of the IoT and Big Data are 
examined and the relationship between the two concepts is 
explained in detail. Anomaly detection is performed on the 
IoT data stream. The detection of anomaly is done using the 
Random Cut Forest, Logistic Regression, Naive Bayes, and 
Neural Network algorithms. The classification performances 
and classification times of the algorithms are compared.

Related Works
Eugene et al5 examine the benefits of a wide range of effi-
cient, effective, and innovative applications and services for 
the IoT and big data analysis. The study aims to examine data 
analysis applications in different IoT areas, provide 
a classification of analytical approaches, and propose 
a layered taxonomy from IoT data to analytics. This taxon-
omy provides insight into the appropriateness of analytical 
techniques; and with the obtained information, a meaningful 
result is obtained that provides the technology and infrastruc-
ture for IoT analytics. As a result, developments that will 
shape future research on the IoT are being investigated. In 
their article, Manogaran et al propose a new architecture for 
the implementation of the IoT to store and process scalable 
sensor data (big data) for healthcare applications. The pro-
posed architecture consists of two main sub-architectures: the 
Meta Fog-Routing (MF-R) and Grouping and Selection (GC) 
architectures. The MF-R architecture uses big data technol-
ogies such as Apache Pig and Apache HBase to collect and 
store the sensor data (big data) produced from different 

sensor devices. The proposed GC architecture is used to 
enable the integration of fog computing with cloud comput-
ing. Also, a MapReduce-based prediction model is used to 
predict heart diseases using the architecture.5,6 Yasmin et al 
propose an adaptive method to reduce data. The proposed 
method is an estimation-based data reduction utilizing LMS 
adaptive filters. Specifically, the recommended method for 
both the source and base station nodes is based on a convex 
combination of two LMS window filters separated using 
different sizes to predict the next measured values since the 
sensor nodes must immediately transmit the detected values 
only when there is a significant deviation from the predicted 
values.7 This article proposes a new model for the effective 
management of big data generated by different sources, such 
as sensor data that do not require human intervention, by 
optimizing virtual machine selection. The proposed model 
aims to optimize the storage of patients’ big data to provide 
a real-time data retrieval mechanism and thus to improve the 
performance of health systems.8 In another study, studies on 
the IoT and big data are investigated and how big data are 
created on the IoT is investigated. Many existing IoT sys-
tems, future applications, and various IoT technologies, 
whether wired or wireless, are examined and the problems 
to be encountered and solutions to be produced through IoT 
architectures are discussed.9 Nilamadhab et al examine the 
architectures for combining IoT and big data management 
and propose a new IoT layer based on the idea that the 
efficiency of big data management will increase with the 
integration of IoT and big data in the future using technolo-
gies such as computational intelligence, machine type com-
munication, big data, and sensor technology.10 Another study 
investigates big IoT data analysis and explains the relation-
ship between big data analysis and the IoT. Big IoT data 
analysis, methods, and technologies for big data mining are 
discussed and IoT systems in different areas are explained 
with sample presentations. In addition, a new architecture is 
proposed for large IoT data analytics.11 In this study, the 
state-of-the-art big data analysis technologies, algorithms, 
and techniques that can lead to the development of smart 
IIoT systems are investigated. Applications and case studies 
of various businesses that benefit from big data analysis are 
included.12 In a different study, a platform is provided that 
enables innovative analysis of the data captured with IoT 
devices in smart homes. It is recommended that fog nodes 
and cloud systems be used to allow for data-based services 
and to take the hassle out of the complexities and resource 
demands by leveraging online data processing, storage, and 
classification analysis.13 In this study, a new architecture is 
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proposed for a health system based on the energy harvesting 
technique, which prolongs device life. The health system is 
powered by an architecture that uses both real-time and off-
line data. In order to process such data, another study’s 
architecture offers a new decision model that processes the 
big data produced by IoT devices.14

IoT and Big Data
The combination of Big Data with IoT technology is 
a favored technique in the development of various services 
for complex systems that are becoming widespread in the 
fields of industry, agriculture, smart city, health services, 
security, and so on. Various Big Data technologies are 
being developed to help process the large volumes of data 
collected from different sources in smart environments. In 
this context, the development of Big Data applications has 
become very important in recent years and the Big Data 
mechanism has become a data analysis method for the for-
mation of intelligent systems within the IoT infrastructure to 
achieve the goal of the IoT system. In their study, Rajan et al, 
assessed IoT systems that produce Big Data using 
semantics.15,16 Similarly, Li et al, explain in detail the solu-
tions and various obvious challenges for IoT security.17

The Relationship Between IoT and Big 
Data Analysis
Statistics clearly state that the number of internet users 
will be about 6 billion by 2025, and therefore it is an 
inevitable fact that countless data are produced 
every minute. The IoT generates big data and it trans-
ports the data produced by the sensors to the network 
environment.18,19 IoT applications are the biggest 
sources of big data.20 Therefore, the need to combine 
IoT and big data arises. An IoT Big Data analysis plat-
form should be able to dynamically manage IoT data and 
link to various heterogeneous objects while considering 
interoperability issues. Cloud storage is the most widely 
accepted platform for storing large amounts of IoT data 
in all IoT areas, but this platform is not a platform 
specific to IoT data.21,22 However, in the IoT, big data 
processing and analysis can be implemented closer to the 
data source using edge computing or fog computing.23 In 
general, it seems like a disadvantage that IoT increases 
the amount and variety of data. However, this situation 
allows big data analysis and applications to develop 
much faster. In addition, the application of big data 
technologies in the IoT accelerates the research 

developments and business models of the IoT. 
Consequently, when the IoT and Big data are integrated, 
both are thought to develop rapidly.

Big Data Mining in the IoT
Big data analysis aims to quickly extract important infor-
mation that helps make predictions, identify trends, find 
confidential information, and ultimately make decisions. 
Different and very large datasets more contribute to big 
data management. However, this is not always the case 
since in some cases more data causes more uncertainty and 
more problems.24

IoT data are typically heterogeneous, produced at high 
speeds, and need to be analysed in large volumes and in real- 
time. Traditional data mining techniques are insufficient for 
analysing the data produced by the IoT. Data must be pre- 
processed and properly linked to achieve meaningful results. 
Large amounts of raw data are constantly collected through the 
Internet of things. It is therefore essential to develop new 
techniques that can turn raw data into valuable information. 
For example, in the health field, important variables such as 
human eating, drinking, breathing, heart rhythm, blood pres-
sure, and blood sugar can be detected through sensors and can 
produce meaningful raw data streams. The data flow generated 
by the data produced by millions of sensors is expected to be 
very intense. These data streams are used in different ways for 
different purposes. Therefore, the sources of data and how 
they are processed should be known and privacy and security 
should be ensured. Although the big data collected are ana-
lysed and interpreted, they may not have any value if they are 
not understood. Hence, data mining techniques are the main 
recommended methods for extracting information from the 
moment raw data are produced.25,26

Data Mining Process in the IoT
An important problem is how to extract useful information 
from different complex perceived environments at differ-
ent times and obtain meaningful results.27 Data must be 
analysed with appropriate data mining techniques to iden-
tify useful patterns in IoT data. In addition, data mining 
techniques in the IoT must be able to adapt to dynamic 
environments or changing data streams to prevent the 
redesign of data mining rules whenever a sensor is added 
or removed. Machine learning is a sub-branch of artificial 
intelligence and aims to imitate human learning on com-
puters without having to be explicitly programmed. 
Machine learning techniques are suitable for data mining 
in the IoT. This is because machine learning techniques 
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have several characteristics that make them favourable for 
IoT data mining. For example, if a new smart device is 
added to the network, the machine learning methods can 
continue to learn new rules. Although many analysis tech-
nologies have been developed to make the IoT smarter, 
one of the most valuable technologies is data mining.25,28

Methodology
The IoT architecture includes four main sections: sensing 
layer, network layer, service and management layer, and 
application layer.29 Users communicate with IoT end devices 
more frequently through interactive interfaces provided by 
the cloud or edge, rather than interacting directly with IoT 
end devices, while using smart IoT applications to make their 
lives easier. IoT end devices are embedded in the physical 
world. They sense the physical world and act to control the 
physical world, but they are not suited for heavy work such as 
computations and analysis. The cloud has almost limitless 
resources; however, it is often physically distant from end 
devices. Thus, a cloud centric IoT architecture cannot per-
form efficiently, especially in IoT systems that require real- 
time performance. Since the edge is a central component of 
IoT architectures, it can coordinate the other layer to work 
together and complements the cloud and IoT end devices to 
achieve optimal performance.30

Analytical accuracy and speed are vital for smart ser-
vices in IoT systems. Therefore, Kim et al proposed a data 
filtering system for the server in the cloud. The proposed 
data filtering system is placed in front of the server and 
firstly receives data from objects with the help of the 
sensing layer. It then uses the Naive Bayes classifier to 
conduct data filtering and learns to classify malfunctioning 
data from collected data. After performing the data filter-
ing, the server can obtain accurate analysis results and 
reduce the computing load.31

In this study, we focus on detecting anomalies on the 
data stream created with IoT sensors between the sensing 
and network layer.

Data Set
In this study, six-dimensional, 10,000 data consisting of 
temperature, age, gender, weight, height and time values 
are produced by IoT sensors. Approximately 70% of the 
data produced, which is 6999 records, is used for training, 
and approximately 30% of the total data, ie, 3000 records, is 
used for verification and prediction. In addition, the scikit- 
learn library is used for modelling and normalization.

Case Study
In the study, the classification success and data processing 
speed of the Random Cut Forest, Logistic Regression, Naive 
Bayes, and Neural Network algorithms used for anomaly 
detection are compared. In order to detect anomalies in 
a data stream consisting of body temperature, age, gender, 
weight, height, and time data and compare algorithms, the 
AWS (Amazon Web Service) kinesis data stream, kinesis 
data analysis, and AWS ML services are used. The architec-
ture in which anomaly detection and performance tests are 
performed is presented in Figure 1.

The raw data collected from IoT devices create the IoT 
field. The majority of the meaningful IoT services are data 
collection and analysis. Data collection is carried out through 
various wireless technologies such as wireless sensor net-
works (WSNs), low power wide area networks (LPWANs), 
Wi-Fi, Bluetooth, and cellular networks. The server deals 
with the data collected from networks. The data produced 
by IoT devices are transmitted to the server in the cloud. The 
server undertakes the task of analysing the collected data and 
obtaining meaningful information. Naturally, smart IoT ser-
vices are provided meaningful information. In an environ-
ment where many data are concentrated on the server, data 
integrity emerges as an important factor in data analysis on 
the server. In the process of analysing the data collected from 
the server’s IoT devices, the data integrity reduces the com-
puting load on the server. Reducing the processing load helps 
reduce energy consumption while the server processes data. 
Therefore, a system is required to support data integrity. 
Figure 1 represents designed architecture for data integrity. 
Various data are generated in IoT networks and transmitted to 
the cloud through gateways. In the cloud, the data are trans-
mitted to the management server that manages smart ser-
vices. The servers analyse the collected data and obtain 
meaningful information for smart services. Data integrity is 
required for reliable data analysis. If the data integrity is not 
guaranteed, the information extracted will not be reliable, 
and untrusted information will lead to wrong decisions. In 
order to support data integrity, the proposed system is placed 
in front of the server. The produced data are examined in real- 
time and anomalies are detected. Real-time data are sent to 
the kinesis data stream, which will be considered as the 
source; and then the raw data are processed in parallel with 
the kinesis data analysis. The results are then stored in the 
area designated as the target. The temperature sensor is 
defined as the IoT device and the data flow is simulated.
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● By using AWS Kinesis analysis and segamake 
services, classification is done using the Random 
Cut Forest, Logistic Regression, Naive Bayes, and 
Neural Network algorithms. Using the data stored 
in AWS Kinesis Streams, anomalies are detected in 
real-time.

● The data in the ranges determined as normal and 
anomalous are determined and filtered.

● 10,000 data consisting of the six dimensions of heat, 
age, gender, weight, height, and time, including 
5123 women and 4877 men, are produced by the 
python program. The produced data are input into 
the kinesis data stream for processing using the 
kinesis data analysis and segamake application. 
Approximately 70% of the data produced, which is 
6999 records, is used for training; and approxi-
mately 30% of the total data, ie, 3000 records, is 
used for verification and prediction. The 

performance parameters of the algorithms are pre-
sented in detail in section 5. After detecting the 
anomalous data, reliable and accurate records are 
separated from the anomalous ones and sent to the 
determined target to ensure data integrity.

In Figure 2, a data stream simulation model developed 
to conduct anomaly detection by using machine 
learning algorithms on temperature data stream is 
presented. The simulation performed consists of five 
components and is described in Platform Components.

Platform Components
Kinesis Data Stream 
Kinesis data flow, one of the AWS services, is created on 
the AWS console. The Kinesis data streaming service is 
used to create a real-time data flow with data from sensors 
that generate instant data.

Figure 1 Architecture used for anomaly detection and performance testing.

Figure 2 Simulation model.
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Data Stream Load 
The data sent to the kinesis data stream is produced locally 
with the help of the code in Figure 3 executed on python. The 
code developed on Python acts as a sensor that sends data for 
real-time streaming. The randomly generated temperature 
value for the anomaly detection that we created for testing is 
found to be normal when it is in the range of 30–40 degrees, 
and it is anomalous when it is in the range of 100–120 degrees.

Kinesis Data Analysis and Segamake 
The AWS Kinesis data analysis and segamake services are 
used to analyse the kinesis data stream. The Random Cut 
Forest, Logistic Regression, Naive Bayes, and Neural 
Network algorithms are used to detect anomalies from 
moving data. Kinesis data analysis and segamake allow 
these algorithms to be used. Algorithms evaluate each 
temperature datum in the stream and determine whether 
the data are normal or anomalous data.

Kinesis Firehose Stream 
In the third step, the S3 bucket is configured as the desti-
nation where the processed data will be stored, thereby 
creating a Kinesis Firehose Stream target. After making 
the necessary associations between S3 and the kinesis 
firehose, the files are automatically stored in CSV format 
by the kinesis firehose stream.

Amazon Quick Sight 
Amazon’s Quick Sight is used to visualize the transactions 
and instantaneous movements performed on the data stream.

Results
The model created for making inferences from the data is 
tested with the Random Cut Forest, Logistic Regression, 
Naive Bayes, and Neural Network algorithms; and the 
results are presented in Tables 2–6. The explanations and 
formulas related to the classification metrics presented in 
the tables are as follows.32

There are several recommended measures for classifica-
tion problems. These measures are formulated in four differ-
ent possible situations for a positive example. If the 
prediction is already true, this is defined as a true positive; 
and if the prediction is negative but the sample is positive, it 
is defined as a false negative. For a negative sample, the 
prediction is defined as a true negative if it is negative; and 
we have a false positive sample if the estimate is also defined 
as positive. The formulas for these performance measures are 
presented in Table 1.

Classification Reports
The outputs of the tests are presented in Tables 2–6. 
When the tables are analysed, it can be seen how the 
metrics such as the precision, recall, and f1 score are in 
the 0 to 1 range.

Figure 3 Data source.
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The metrics presented are described below as items:

● Precision, a classifier does not label a sample that is 
actually negative as positive. It is defined as the ratio 
of true positives to the sum of true positives and false 
positives for each class.

● TP- True Positive Values: When a situation is pre-
dicting positive and positive.

FP- False Positives: When a situation is predicting 
negative but positive.

Precision: Accuracy of positive predictions.

Precision ¼ TP= TPþ FPð Þ

● Recall: Recall is defined as the ability of a classifier 
to find all positive examples. It is defined as the ratio 
of true positives to the sum of true positives and false 
negatives for each class.

FN: False Negatives.
Recall True defined positive fraction.

Recall ¼ TP= TPþ FNð Þ

● F1 Score: It is the harmonic average of the ratio of true 
positive values in cases where the best score is 1 and the 
worst is 0. In general, it is used to compare classifiers.

F1Score ¼ 2� Recall � Precisionð Þ= Recallþ Precisionð Þ

The classification report of the Random Cut Forest algo-
rithm is presented in Table 2. The report shows the effect of 
data used for verification and prediction on metrics.

Table 3 shows the classification report of the Logistic 
Regression algorithm. If the report is examined; The effect 
of the data representing 30% of the data set on the metrics 
can be seen.

Table 2 Random Cut Forest Classification Report

Precision Recall F1-Score Support

0 0.00 0.00 0.00 2782
1 0.07 1.00 0.14 218

Accuracy 0.07 3000

Macro Avg 0.04 0.50 0.07 3000
Weighted Avg 0.01 0.07 0.01 3000

Table 3 Logistic Regression Classification Report

Precision Recall F1-Score Support

0 0.52 0.98 0.68 1540

1 0.64 0.03 0.06 1460

Micro Avg 0.52 0.52 0.52 3000
Macro Avg 0.58 0.51 0.37 3000

Weighted Avg 0.57 0.52 0.37 3000

Table 4 Neural Networks Classification Report

Accuracy Scores

Random Cut Forest 0.93

Logistic Regression 0.92

Neural Networks 0.0726
Naive Bayes 0.5193

Table 1  Classification Performance Measures

Name Formula

Error and Accuracy (fp + fn)/N
(tp + tn)/N = 1−error

TP-Rate tp/p

FP-Rate fp/n

Precision tp/p
Recall tp/p = tp-rate

Sensitivity tp/p = tp-rate

Specificity tn/n = 1− fp-rate

Table 5 Naive Bayes Classification Report

Precision Recall F1-Score Support

0 0.94 0.99 0.96 2783
1 0.56 0.16 0.24 217

Micro Avg 0.93 0.93 0.93 3000

Macro Avg 0.75 0.57 0.60 3000
Weighted Avg 0.91 0.93 0.91 3000

Table 6 Accuracy Scores

Precision Recall F1-Score Support

0 0.94 0.99 0.96 2783

1 0.56 0.17 0.26 217

Micro Avg 0.93 0.93 0.93 3000
Macro Avg 0.75 0.58 0.61 3000

Weighted Avg 0.91 0.93 0.91 3000
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The classification report of the Neural Networks 
algorithm is as shown in Table 4. In the report; The 
effect of the data used for verification and prediction 
representing 30% of the data set on the metrics shown.

The classification report of the Naive Bayes algorithm 
is presented in Table 5. The effect of the data used for 
verification and prediction, which represents 30% of the 
data set, on the metrics is determined by the rates in the 
report.

Accuracy scores of classification algorithms are given 
in Table 6. According to the table, the accuracy scores are 
as follows: Random Cut Forest 0.93, Logistic Regression 
0.92, Neural Networks 0.0726, Naive Bayes 0.5193

Data processing speeds of the random cut forest, logis-
tic regression, neural networks, naive Bayes algorithms 
execution time, and CPU time are shown in Table 7 in 
milliseconds.

Performance Curve
The ROC curve is created by plotting the True Positive Rate 
(TPR) along the Y-axis and the False Positive Rate (FPR) 
along the X-axis at different threshold levels. Therefore, the 
ROC curve is the sensitivity as a function of the FPR. When 
TPR = 1 and FPR = 0, this indicates that the model is perfect. 
The Area Under the Curve (AUC) is applied to determine 
which algorithms predict the best results in the classification 
process.33 Figure 4 show the ROC Curves of Random Cut 
Forest, Figure 5 show the Auc Score of Random Cut Forest, 
Figure 6 show the ROC Curves of Logistic Regression, 
Figure 7 show the Auc Score of Logistic Regression, 
Figure 8 show the ROC Curves of Neural Network, Figure 9 
show the Auc Score of Neural Network, Figure 10 show the 
ROC Curves of Naive Bayes, and Figure 11 show the Auc 
Score of Naive Bayes.

Confusion Matrices
The confusion matrix of the random cut forest algorithm is 
presented in Figure 12. When the figure is formed, 30% of 
the data set is used, that is, 3000 data are used for the 

verification and estimation of the numerical distribution. 
For 2756 of the 3000 normal data, the algorithm determined 
that they were true positive data with “no anomaly” and 

Table 7 Comparison of Data Processing Speed

Execution Time CPU Time

Random Cut Forest 148 milliseconds 150 milliseconds

Logistic Regression 0.44 milliseconds 0.625 milliseconds
Neural Networks 41.800 milliseconds 67,000 milliseconds

Naive Bayes 1.67 milliseconds 2.19 milliseconds

Figure 4 Random cut forest roc curve.

Figure 5 Random cut forest auc score.

Figure 6 Logistic regression roc curve.
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normal data. Meanwhile, for 183 records that were normal 
data, the algorithm predicted that they were anomalies and 
false negatives. In the case of 27 anomalous data, the algo-
rithm predicted that they were normal data, resulting in them 

being classified as false-positives; and 34 data were correctly 
classified as anomalies, which resulted in each of them being 
classified as a “true negative”.

Figure 7 Logistic regression auc score.

Figure 8 Neural network roc curve.

Figure 9 Neural network auc score.

Figure 10 Naive Bayes roc curve.

Figure 11 Naive Bayes auc score.

Figure 12 Random cut forest confusion matrix.

Smart Homecare Technology and TeleHealth 2021:8                                                                           https://doi.org/10.2147/SHTT.S313666                                                                                                                                                                                                                       

DovePress                                                                                                                          
17

Dovepress                                                                                                                                                             Kaya et al

Powered by TCPDF (www.tcpdf.org)Powered by TCPDF (www.tcpdf.org)

https://www.dovepress.com
https://www.dovepress.com


Figure 13 contains the confusion matrix values of the 
Logistic Regression algorithm. This figure shows the dis-
tribution of 3000 data obtained from the data set, which 
were used for verification and prediction, on the confusion 
matrix. For 2754 of 3000 data used in verification and 
prediction, the algorithm predicted that they were each 
a “true positive” and not anomalous but were normal 
data. Meanwhile, for 180 of the records that were normal 
data, the algorithm predicted that they were anomalous 
and false negatives. Also, for 29 data that were anomalies, 
the algorithm predicted that they were normal data and 
thus false-positives; and 37 data were correctly predicted 
as anomalous and thus true negatives.

The confusion matrix of the Neural Network algorithm 
is presented in Figure 14. When the figure is formed, 30% 
of the data set is used and the gender, temperature, and 
anomaly distributions of the data used for verification and 
prediction are seen. None of the 3000 data used in verifi-
cation and prediction were detected as a true positives or 
false negatives. Meanwhile, for 2782 data that were anom-
alous, the algorithm predicted that they were normal and 
false positives; and the algorithm predicted 218 data that 
were anomalous as true negatives.

The confusion matrix of the Naive Bayes algorithm is 
presented in Figure 15. The figure shows the distribution 
of the data representing 3000 gender and temperature data 
under the true labels and predicted labels. For 1516 of the 
3000 data used in the verification and prediction that were 
normal data, the algorithm predicts them as normal data 
and true positives, not anomalous. For 1418 records that 
were normal data, the algorithm predicted that they were 
anomalous and false negatives. For 24 data that were 

anomalies, the algorithm predicted them as normal and 
false positives; and 42 data that were anomalies were 
correctly predicted by the algorithm and true negatives.

Discussion
In this study, we conducted anomaly detection and compared 
machine learning algorithms for IoT systems. AWS cloud 
services are used to simulate the comparison and perfor-
mance tests of algorithms. In the study, the outputs obtained 
from the comparison and the simulation made on the AWS 
platform are presented. The simulation aimed to transfer the 
data generated by the temperature sensor randomly to the 
target with the most accurate results. A data stream is created 
with the produced data. The generated data stream is classi-
fied in real-time with the Random Cut Forest, Logistic 
Regression, Naive Bayes, and Neural Network algorithms. 
The algorithms allow the incoming data to be classified in Figure 13 Logistic regression confusion matrix.

Figure 14 Neural network confusion matrix.

Figure 15 Naive Bays confusion matrix.
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real-time before reaching the target. The performance eva-
luation of the proposed approach is conducted using the 
precision, recall, and f1 score. This real-time process means 
that the big data generated by the data from the IoT sensing 
layer will be separated from the anomalous data. Also, the 
algorithms are examined in terms of their data processing 
speed and the results are discussed.

In our test results, the Random Cut Forest algorithm pre-
dicted 2756 records as normal temperature values according to 
gender and temperature. These are true predictions classified 
as true positives. On the other hand, 7% of its negative 
accuracy was due to its wrong predictions for temperature 
values, which were a total of 183 normal values that the 
algorithm detected as anomalies and thus false-positives. 
Similarly, the anomalies were successfully detected by the 
random cut forest as true negatives, including a total of 34 
anomalies among the 3000 testing data; however, the accuracy 
also was affected by 7% due to its prediction of anomalous 
data records as normal temperature values, which included 27 
in total that were False Negatives. Among the four algorithms 
that were a part of the performance test, the Random Cut 
Forest and Logistic Regression algorithms are the closest to 
each other. However, when the execution time and CPU time 
are examined as measures of the data processing time, the 
Random Cut Forest is evaluated as the third best. In addition, 
in terms of data processing speed, the Logistic Regression 
algorithm is ranked first, achieving better performance than 
the Random Cut Forest. Since the data processing speed and 
real-time performance are important criteria in IoT systems, it 
is a very important result that the Logistic Regression algo-
rithm is more successful than other algorithms in terms of the 
data processing speed. Although it is very close to the RCF in 
terms of accuracy, its success in terms of speed is an indication 
that the LR algorithm will be successful in IoT systems.

The Neural Network algorithm did not perform well in the 
anomaly detection use case of our temperature dataset with 
multidimensional values. In the comparison of algorithms on 
the temperature data set, it performed the worst, meaning it 
was not good enough for the use case. It was accurate in its 
performance metrics for 3000 testing records, achieving only 
0.0726 accuracy. The Neural Network was incorrect for the 
true positive class of data since it did not detect any value as 
being normal in the dataset. A total of 2782 records out of 
3000 were detected as anomalies in the data set as False 
Positives. The performance on the normal temperature values 
class was very inaccurate, which results in its performance 
only being 0.0726. As with performance metrics, we 

concluded that the most unsuccessful algorithm in terms of 
data processing time is the neural network.

The performance of the Naïve Bayes algorithm was nor-
mal, and half of its predictions were correct. Overall, its 
accuracy was 0.5193. This algorithm performed well only 
for the class of normal temperature data values. 1516 total 
temperature records were detected as normal as true positives 
since it did not detect anomalies in the dataset. However, its 
performance was affected for the class of true anomalies since 
it has classified some normal temperature values as anomalies. 
Therefore, a total 1418 of records were considered to be 
anomalies in the temperature dataset even though they were 
normal values, and this makes them false positives. It per-
formed well on the true anomalies in the data set since it 
successfully detected 24 anomalies correctly as true negatives. 
Contrary to its success in the performance metrics, the naive 
Bayes algorithm was second in terms of data processing speed, 
achieving better success than the Random Cut Forest and 
Logistic Regression algorithms.

Conclusion
Due to the spread of the internet of things, the increase in data 
production through sensors and generated data by data collec-
tion and processing makes it difficult to manage big data. 
Basically, structured data are precise and meaningful data. 
However, unnecessarily dense data resulting from semi- 
structured and unstructured data and damaged data are some 
of the reasons that make it difficult for data management to 
produce meaningful data. This study examines the work done 
within the scope of the IoT and Big Data. IoT concepts, 
technologies, and places in daily life are explained. In order 
to draw meaningful results from the big data created by IoT 
technology, the precautions to be taken are researched. The 
study investigates the relationship between the IoT and big 
data analysis. Big data mining techniques that can be useful in 
the IoT are identified through a literature review and sample 
studies. As a result of the evaluations, an approach is simulated 
for the effective management of the big data produced by IoT 
sources, and the performances of different algorithms are 
tested. The simulated approach is foreseen to contribute to 
important components such as volume, velocity, variety, vera-
city, and value, which are accepted as the 5 Vs of big data.

In this study, we made anomaly detection and perfor-
mance analysis by using ML algorithms on IoT edges 
consisting of temperature, age, gender, weight, height, 
and time data. Our results show that using machine learn-
ing algorithms on IoT edges will help make effective and 
timely decisions in different IoT areas such as health, 

Smart Homecare Technology and TeleHealth 2021:8                                                                           https://doi.org/10.2147/SHTT.S313666                                                                                                                                                                                                                       

DovePress                                                                                                                          
19

Dovepress                                                                                                                                                             Kaya et al

Powered by TCPDF (www.tcpdf.org)Powered by TCPDF (www.tcpdf.org)

https://www.dovepress.com
https://www.dovepress.com


industry, agriculture, transportation, the automotive indus-
try, logistics, security, and the defence industry. Data filter-
ing and data analysis processes for data pre-processing at 
IoT edges make the resulting data stream more accurate 
and reliable. Thus, the big data generated by the IoT 
sensing layer in healthcare domains will be formed at 
a more manageable level. Also, thanks to this, service 
providers, users, and other interested sides will be mini-
mally affected by the negative effects of anomalous data.
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