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DIABETIC RETINOPATHY DETECTION USING META

LEARNING AND DEEP LEARNING TECHNIQUES

ABSTRACT
In the world of ocular health, diabetic retinopathy is a common condition that, if not

recognized and treated promptly, can cause vision loss. This research paper

introduces a meta learning stacking approach for the diagnosis and referral of ocular

defects. Our approach demonstrates exceptional efficacy in detecting uncommon

conditions by utilizing a combination of previously trained convolutional neural

networks (CNNs) and stacking meta-learning techniques. The following novel

approach improves the accuracy of results while significantly reducing the time

required compared to conventional deep learning methods. The method demonstrates

the promise of stacking meta learning in addressing data scarcity and improving

early diagnosis of sight-threatening diseases by achieving an outstanding accuracy of

93%. Additionally, the solution beats problems brought on by a lack of readily

available data which needs to be preprocessed. When compared to other deep

learning models frequently used in ocular abnormality detection. These findings

underscore the potential impact of our approach as an advanced computer-aided

diagnosis tool for ocular anomalies, paving the way for significant advancements in

the field. These valuable insights provide a solid foundation for future research,

driving innovation and progress in computer-aided diagnosis tools for ocular health.

Keywords: Meta learning; Deep Learning; Retinopathy Detection; Diabetic

Retinopathy
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META ÖĞRENME VE DERİN ÖĞRENME TEKNİKLERİ

KULLANARAK DİYABETİK RETİNOPATİ TESPİTİ

ÖZET
Göz sağlığı dünyasında, diyabetik retinopati, hemen tanınmaz ve tedavi edilmezse

görme kaybına neden olabilen yaygın bir durumdur. Bu çalışmada, oküler kusurların

teşhisi ve sevki için bir meta öğrenme yığınlama yaklaşımı sunuyoruz.

Yaklaşımımız, önceden eğitilmiş evrişimli sinir ağları (CNN'ler) ve istifleme

meta-öğrenme tekniklerinin bir kombinasyonunu kullanarak nadir görülen koşulları

tespit etmede olağanüstü etkinlik göstermektedir. Bu yeni yaklaşım, geleneksel derin

öğrenme yöntemlerine kıyasla gereken süreyi önemli ölçüde azaltırken sonuçların

doğruluğunu artırır. Yöntem, veri kıtlığının ele alınmasında ve %93'lük olağanüstü

bir doğruluk elde ederek görmeyi tehdit eden hastalıkların erken teşhisini

iyileştirmede meta öğrenmeyi yığınlama vaadini gösteriyor. Ek olarak, çözüm,

önceden işlenmesi gereken hazır veri eksikliğinden kaynaklanan sorunları yener.

Oküler anormallik tespitinde sıklıkla kullanılan diğer derin öğrenme modelleriyle

karşılaştırıldığında. Bu bulgular, oküler anomaliler için gelişmiş bir bilgisayar

destekli tanı aracı olarak yaklaşımımızın potansiyel etkisinin altını çiziyor ve bu

alanda önemli ilerlemelerin önünü açıyor. Bu değerli içgörüler, oküler sağlık için

bilgisayar destekli teşhis araçlarında yenilik ve ilerleme sağlayan gelecekteki

araştırmalar için sağlam bir temel sağlar.

Anahtar Kelimeler: Meta öğrenme; Derin Öğrenme; Retinopati Tespiti; Diyabetik

Retinopati
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I. INTRODUCTION

Diabetic retinopathy (DR) emerges as a significant complication of Diabetes

Mellitus, impacting nearly 93 million individuals globally. This condition is

characterized by the progressive disruption of retinal vasculature due to chronic

hyperglycemia, often resulting in severe visual impairment and the loss of sight

among adults within the working age range. Criticality of the timely detection and

appropriate intervention of DR cannot be overemphasized, considering its potential

to prevent vision loss. Regular eye screening is thus essential for individuals

diagnosed with diabetes. However, the traditional approach to DR diagnosis, which

involves fundus examination by trained ophthalmologists, poses significant

challenges. These challenges include the requirement of specialized expertise, time

constraints, and issues pertaining to accessibility, especially in areas that are densely

populated or geographically isolated, where individuals may face limited access to

specialized healthcare resources.

In light of these challenges, there has been a surge of interest in leveraging

Artificial intelligence (AI) and deep learning (DL) technologies to develop

computer-assisted diagnostic systems for the purpose of detecting and classifying

diabetic retinopathy (DR). These deep learning models, especially those employing

deep neural networks, have exhibited promising outcomes in the analysis of fundus

images for the automated classification, detection and grading the severity of

diabetic retinopathy (DR). They possess the potential to accurately identify retinal

lesions and evaluate the progression of DR, thereby providing valuable insights that

can facilitate timely medical intervention and treatment. Furthermore, these

DL-based models also present the opportunity to bridge the gap in access to

specialized eye care services, especially in regions where there is a shortage of

ophthalmologists.

Convolutional Neural Networks (CNNs) have emerged as one of the prominent

deep learning techniques used in this context, particularly for visual image

assessment. CNNs operate by accepting an input image and applying trainable
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parameters such as priority, weights, and biases. These parameters can be learned

and tailored to various sections of the image, enabling differentiation between them.

Unlike other classification algorithms, CNNs require significantly less

preprocessing, making them a convenient and efficient solution for tasks such as

detecting and classifying diabetic retinopathy (DR).

In this research, our primary focus is to offer a comprehensive and thorough

analysis. review of the meta learning based approach for DR detection and

classification. Our objective is to highlight the advancements, persistent challenges,

and potential future trajectories in this rapidly evolving research field. Our aim is to

deliver a detailed examination of various aspects of this field, including technical

implementations, dataset characteristics, preprocessing techniques, and the

performance of different DL models in DR detection and classification.

Furthermore, we seek to objectively evaluate the strengths and weaknesses of the

various DL models that have been used in the study of DR, providing insight into

their relative merits and potential clinical applicability. An essential component of

this analysis is an examination of the ethical considerations and interpretability of

these DL models. We emphasize the importance of fairness, transparency, and

robustness in these AI-powered systems, given the sensitivity and significance of the

tasks they are employed for.

Figure 1 System flow diagram. During the pre-processing stage, we normalized and resized

all of the images to a ratio of 224 by 224 pixels. After that, the data were sent to pre-trained

base models, and then its output was sent to an ensemble learning model and the output of
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the stacking model was used for Diabetic Retinopathy Classification. Metrics scores were

evaluated against the ensemble model in the last step.

Deep learning is an artificial intelligence (AI) approach that endeavors to mimic

the functionality of the human brain by learning from experience. It is presently

capable of performing computer vision tasks and performing state-of-the-art image

recognition. In other words, it is an approach that facilitates learning by attempting

to uncover the hidden representation of data. Deep learning methods are currently

extensively utilized for various tasks, including classification, automated feature

extraction, object identification, and so on, because of their high classification

accuracy and emphasis on computers learning and developing on their own via

computer algorithm analysis.

A. Motivations

The motivations behind this paper are centered around addressing the challenges

associated with the classification for the purpose of Diabetic Retinopathy (DR)

detection using deep learning techniques. The key motivations include:

Diabetic Retinopathy is a critical eye condition that has the potential to cause

vision impairment and even blindness if not detected and treated early. The

motivation of this paper is to develop a reliable and accurate method for classifying

the severity of DR using deep learning models. By improving the diagnosis process,

timely interventions and treatments can be initiated, ultimately improving patient

outcomes. Deep learning has demonstrated immense potential in various fields,

including medical imaging. The motivation behind this paper is to leverage the

capabilities of deep learning models, particularly convolutional neural networks

(CNNs), in order to achieve precise classification of Diabetic Retinopathy (DR).

Deep learning models possess an inherent capability to automatically learn and

capture intricate patterns and representations from image data, making them

well-suited for analyzing medical images and detecting subtle abnormalities.

Ensemble learning is a powerful technique that enhances overall performance by

combining multiple models. The motivation of this paper is to leverage ensemble

learning, along with the stacking approach, to further enhance the classification

accuracy of DR. By combining the predictions of multiple base models, the stacking

model aims to capture a more comprehensive representation of the data and achieve
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higher accuracy. Developing a classification model is another motivation from the

paper that can generalize well to unseen data and can be easily transferred to other

datasets or medical imaging tasks. The robustness and transferability of the proposed

approach would enable its application to different datasets or even different medical

conditions, providing a framework for efficient and accurate diagnosis across various

medical domains.

Overall, the motivations of this paper revolve around improving the diagnosis of

DR, leveraging the capabilities of deep learning models, utilizing ensemble learning

techniques, and ensuring the generalization and transferability of the proposed

approach to enhance its applicability in medical imaging tasks.

B. Aims and Objectives

This research utilizes meta-learning models trained on retinal images for

diagnosing Diabetic Retinopathy (DR). The primary objectives are outlined as

follows:

• To provide a comprehensive analysis demonstrating the potential of

meta-learning and ensemble learning techniques in recognizing Diabetic

Retinopathy (DR) using retinal images.

• To apply various ensemble learning strategies, such as stacking, to enhance

the predictive accuracy of meta-learning models for DR detection.

• To devise strategies for reducing false positives and negatives, thereby

improving the precision and recall of the ensemble meta-learning models.

• To assess the robustness and generalizability of the proposed ensemble

meta-learning method using a variety of performance indicators such as

F1-score, Accuracy and area under the ROC curve.

• To investigate the potential benefits of modifying the problem from

multi-class to binary classification, thereby enhansing the overall

performance of ensemble meta learning models in DR detection.

C. Thesis Outline

The thesis has the structure shown below:
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• Chapter 2 is a literature review that focuses on reviewing previous work done

by authors.

• Chapter 3 focuses on the research and methodology and also discuss some

main terminologies

• Chapter 4 presents the implementation details are explained in this chapter,

every base model used is explained as well

• Chapter 5 gives the results and the discussion about the research. It also gives

information about experimental research with the data.

• In Chapter 5 which is titled as "Conclusions," we explain the effectiveness of

using an ensemble and the potential areas for improvement, future work and

the implications of the study.
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II. BACKGROUND STUDIES AND RELATEDWORKS

Gender classification has been extensively researched using a variety of

techniques and methodologies, some of the more recent of which are described

below:

In this comprehensive review, (Nikos et al., 2021) delve into the application of

AI, specifically deep learning and transfer learning methods, for the detection and

classification of Diabetic Retinopathy from fundus retina images. They scrutinize the

entire detection process, encompassing the choice of datasets, preprocessing

techniques, and the development of models for disease diagnosis, grading, and lesion

localization. The paper concludes by emphasizing significant insights and proposing

future research paths. The goal of the study (Gayathri et al., 2020) is to introduce an

innovative system for Diabetic Retinopathy (DR) detection using CNNs commonly

employed for feature extraction from retinal fundus images and machine learning

classifiers for disease detection. The classifiers, including SVM, AdaBoost, Naive

Bayes, Random Forest, and J48 classifiers have been extensively evaluated using the

IDRiD, MESSIDOR, and KAGGLE datasets. After evaluating the following results,

it indicated that the J48 classifier combined with the novel CNN feature extraction

outperforms others in terms of accuracy and Kappa-score. Furthermore, they

demonstrated the model's robustness across multiple datasets, reinforcing the

potential of this approach in revolutionizing DR diagnosis and contributing towards

mitigating vision loss worldwide.

Utilizing image enhancement and estimated hemorrhage location mapping, the

technique streamlines traditional screening methods. The study introduces a novel

deep learning approach for the detection of early Diabetic Retinopathy (DR),

focusing on hemorrhage detection. The research proposes a unique hemorrhage

network for classification, benchmarked against well-established models such as

LeNet-5, AlexNet, ResNet50, and VGG-16. Despite its relative simplicity, the

proposed network demonstrated competitive accuracy, while significantly reducing

training time, underscoring the importance of suitable architecture and parameters in
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developing efficient deep learning models for DR detection. In this study by (H.

Jiang et al., 2020), a new approach to diabetic retinopathy (DR) detection is

proposed, leveraging deep learning for multi-label classification and lesion detection

in DR fundus images. Recognizing the importance of diverse lesions for accurate

DR diagnosis, the method not only categorizes DR images, but also localizes various

lesions by utilizing the Gradient-weighted Class Activation Mapping (Grad-CAM)

technique. Innovative image labeling reduces annotation efforts and enhances

efficiency, with diverse lesions considered distinct labels. The model, based on a

customized ResNet architecture, was developed using 3228 fundus images across

five pre-defined labels. Evaluation on test images revealed a sensitivity with a

classification accuracy of 93.9% and a specificity of 94.4% for Diabetic Retinopathy

(DR), successfully outlining lesion regions on the images.

A research conducted by S. Mishra (Mishra et al., 2020) the team applied Deep

Learning, a subset of Artificial Intelligence, to automate the detection and

classification of Diabetic Retinopathy (DR) stages, a prevalent eye disease in

diabetic individuals. To streamline this traditionally manual and time-intensive

process, the researchers utilized the DenseNet model, training it on a large dataset of

around 3662 high-resolution fundus images sourced from Kaggle's APTOS

competition. Five stages of DR, labeled 0 through 4, are considered. The study

leverages patient fundus eye images as input, with the trained DenseNet architecture

extracting image features, and subsequent activation functions producing outputs.

The implemented DenseNet architecture achieved an accuracy of 0.96 and a

quadratic weighted kappa coefficient score of 0.89 in DR detection. Furthermore, the

study presents a comparative analysis of two Convolutional Neural Network

architectures, namely VGG16 and DenseNet121.

The study by S. Aziz et al. (Aziz et al., 2023) includes enhancement of image

quality and identification of potential hemorrhage locations in the preprocessing

phase, with modified gamma correction addressing uneven image brightness levels.

Their algorithms employed in this study include Gaussian match filtering, entropy

thresholding, and mathematical morphology for candidate location estimation. The

proposed hemorrhage network is devised for classifying hemorrhages and is

benchmarked against renowned models including LeNet-5, AlexNet, ResNet50, and

VGG-16, have been evaluated on two datasets, considering performance metrics

7



such as sensitivity, specificity, precision, and accuracy. Despite being a shallower

network, the proposed model demonstrated competitive results while reducing

training time. The study concludes with insights on the importance of choosing an

appropriate deep model architecture and parameters for optimum performance, as

merely increasing the network layers does not necessarily guarantee superior results.

Chandran et al. (Chandran et al., 2016) used a Random Forest approach for the

problem in the paper the authors present a novel algorithm that has been developed

for the extraction of texture and vesselness features in a patch-wise manner. The

Gabor wavelet transform is utilized for the vessel map for extracting these features.

The features extracted from image patches are then subjected to classification

through a random forest classifier. By leveraging the outputs of this classifier and a

rule-based decision system, the images are effectively categorized into stages,

namely PDR (Proliferative Diabetic Retinopathy), NPDR (Non-Proliferative

Diabetic Retinopathy), and Normal. The utilization of a random forest classifier

enhances the accuracy and reliability of the system, making it a valuable tool for

diabetic retinopathy screening.

While research (Sarki et al., 2020) focuses on the automated classification of

diabetic Retinopathy (DR) using fundus images of the retina. The objective is to

develop a system that has the capability to accurately classify both mild and

multi-class DED. The study utilizes deep learning techniques, particularly (CNNs),

which employs top pretrained models trained on ImageNet. Performance enhancing

techniques such as fine tuning, optimization, and contrast enhancement are

implemented. The results show that the VGG16 model achieved maximum accuracy

for multi-class classification is 88.3%, while for mild multi-class classification it is

85.95%. This automated classification system has the potential to reduce the

workload and time required for ophthalmologists in diagnosing DED.

In (Nazir et al., 2021), proposes a method which focuses on the automated system

capable of detecting and classifying diabetic retinopathy (DR) and diabetic macular

edema (DME) using retinal images. The proposed method consists of two main

steps: The process involves dataset preparation and feature extraction, followed by

the improvement of a customized deep learning-based CenterNet model specifically
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designed for eye disease classification. The approach involves generating

annotations for suspected samples to precisely locate the regions of interest, and

training the CenterNet model using DenseNet-100 for feature extraction and disease

lesion localization and classification. The method was evaluated on challenging

datasets, achieving high accuracy rates of 97.93% on the APTOS-2019 dataset and

98.10% on the IDRiD dataset. Validation of Cross dataset with benchmark datasets

further demonstrated the best performance of the proposed approach, confirming its

effectiveness and generalizability. The results highlight the effectiveness of the

CenterNet model in localizing and classifying disease lesions, making it a valuable

tool for automated DR and DME detection and recognition.

The study by (Zhang et al., 2019) proposes DeepDR, an automated system

capable of identification and for the grading of diabetic retinopathy (DR) using

fundus images. DeepDR utilizes learning techniques like transfer and ensemble,

incorporating state-of-the-art NNs and custom DNNs. The system is developed using

a high-quality dataset of medical images related to diabetic retinopathy (DR), which

has been carefully labeled by clinical ophthalmologists. The optimal model is

constructed by exploring the relationship between the classifiers of the components

and labels of the class and evaluating different combinations of classifiers. DeepDR

demonstrates satisfactory performance in detecting DR, the proposed approach aims

to deliver reproducible and consistent results with high specificity and sensitivity.

The study highlights the importance of the numbers of component classifications in

achieving optimal model performance, offering valuable insights for

ophthalmologists in the diagnostic process of DR.

This study by (Chen et al., 2018) presents a computer guided diagnosis method

for (DR) using a DL algorithm. The proposed method capable of diagnosing diabetic

retinopathy (DR) and classifying fundus images of retina into five grades. A novel

pre processing algorithm is introduced to enhance image quality and improve

uniformity in this study., as well as a transfer learning approach to improve

performance. The system is evaluated on a test set, demonstrating promising results.

The method addresses the challenges of early DR detection and the need for expert

diagnosis, offering potential benefits in the diagnosis and management of DR.

The study by (Enkvetchakul et al., 2022) focuses on the rapid diagnosis of

diabetic retinopathy using artificial intelligence techniques. Meta-learning
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Convolutional Neural Networks (CNNs) are employed to recognize diabetic

retinopathy from retinal images. Data resampling methods and data augmentation

techniques are applied to improve training performance. The study compares two

ensemble learning methods and finds that the meta-learner method achieves the

highest accuracy. The proposed approach exhibits promising results, indicating its

effectiveness and potential for further development with an accuracy of 86.32%. The

results show the impact of using AI for efficient and accurate diabetic retinopathy

diagnosis.

Table 1 presents a summary of recent studies on retinopathy detection and their

corresponding accuracies. It provides an overview of various algorithms that have

been utilized in recent research. While most contributions in the field employ

multiple models and report results for each model, the table only includes the best

result reported in each paper. The datasets used in these studies may vary, and

authors often present multiple findings from different datasets within a single

publication, but only the better result for the publication is listed here. The table

offers insights into the commonly used models for diabetic retinopathy detection and

highlights the models that perform well in this domain.

Table 1 A summary of diabetic retinopathy researches

10

Study Classifier Result/Accuracy

(Jiang et al., 2020) ResNet50 94%

(Chandran et al., 2016) Random Forest 89%

(Aziz et al., 2023)

LeNet-5, AlexNet,

ResNet50, VGG-16,

HemNet

96%

(Chandran et al., 2019)
Inception, Resnet and

Inception-Resnet
94%

(Mishra et al., 2015)

VGG16 and

DenseNet121+QWK+Im

ageNet,

96%



Diabetic retinopathy detection poses a complex challenge for computer-based

systems, particularly due to factors such as disease progression and image quality.

While DL techniques have shown promising outcomes in this particular domain,

indicating the potential and effectiveness of the approaches employed, the use of a

meta learning approach for DR detection remains largely unexplored. The following

study proposes a novel meta learning technique to improve the performance and

generalizability of deep learning networks for DR detection. By leveraging meta

learning techniques, our approach aims to improve the accuracy of the model and the

robustness across diverse datasets.

11

(Tao et al., 2019)
ResNet, VGG16,

GoogLeNet, DenseNet
82%

(Zhang et al., 2019)
Resnet50 , Xception,

InceptionV3, IncepresV2
97%

(Zhang et al., 2018) SVM 94%

(H. Chen et al., 2018)
Inceptionv3, Xception,

DenseNet
80%

(Ardiyanto et al., 2017)
ResNet, ResNet-20,

Deep-DR-Net + SGD
95%

(X. Wang et al., 2018)
AlexNet, VGG16,

InceptionNet V3
63%

(Rishab & Theodore,

2017)

Custom CNN & Decision

Tree
94%

(S. Qummar et al., 2019) Ensemble 86%

(Enkvetchakul et al.,

2022)
Meta Learning 86%



III. RESEARCH ANDMETHODOLOGY

In this section, we discuss various aspects related to diabetic retinopathy

detection. We provide an introduction to diabetic retinopathy, highlight the dataset

used for training and evaluation, explore the application of deep learning techniques,

specifically Convolutional Neural Networks (CNNs), has been utilized to enhance

the detection process, discuss the utilization of transfer learning, and touch upon the

integration of meta-learning approaches. These topics collectively contribute to a

comprehensive understanding of diabetic retinopathy detection, encompassing

dataset selection, the performance of DL, the effectiveness of CNNs, the leveraging

of pre-trained models using transfer learning and the potential benefits of

meta-learning for improved detection performance.

A. Diabetic Retinopathy

In the initial stages of DR specific manifestations on the retina can be observed,

indicating disease progression. Microaneurysms, resulting from pericytes'

degeneration and loss, cause the dilation of capillary walls. Intraretinal hemorrhages

occur when capillary or microaneurysm walls rupture. Non-proliferative diabetic

retinopathy (NPDR) includes additional abnormalities including soft and hard

exudates, (IRMA), venous beading, and or reduplication. IRMAs, characterized as

huge-caliber tortuous vessels, often emerge in areas of ischemia as a response to

attempted vascular remodeling. Neovascularization, distinguished by the growth of

new retinal vessels due to ischemia, is a notable manifestation, indicating (PDR).

Furthermore, (DME), characterized by fluid accumulation in the macula, can further

impair vision. Timely management and detection of these various manifestations are

critical and important to prevent vision loss and provide appropriate treatment

interventions. Figure 2 shows us representation of different manifestations and

complications associated with diabetic retinopathy.
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Figure 2 A visualization of the number of serious issues caused by diabetic retinopathy. A

person with diabetic retinopathy may experience the following complications that affect the

blood vessels supplying nutrients to the retina.

Diabetic retinopathy at any particular stage, the occurrence of (DME) can

significantly contribute to visual impairment. Notable abnormalities associated with

DME include exudates within a distance of one disc diameter from the center of the

fovea, presence of exudates within the macula and retinal thickening within a disc

diameter of the fovea's center, and the presence of microaneurysms or hemorrhages

within the same region. Different grading protocols have been devised to evaluate

the clinical severity of DR. Although the (ETDRS) grading system is widely

recognized as the gold standard in assessing diabetic retinopathy, it has proven

difficult to implement in everyday clinical practice. Alternative severity scales have

been suggested as a result in various nations to improve patient screening and

streamline communication among healthcare professionals. One such scale is the

The International Clinical Diabetic Retinopathy Disease Severity Scale is considered

a globally recognized standard for classifying the severity of diabetic retinopathy as

shown in Table 2, which classifies diabetic retinopathy into five severity levels based

on specific findings observed during dilated ophthalmoscopy. These findings include

The presence of microaneurysms, intraretinal hemorrhages, venous beading, and

(IRMA), and neovascularization.

Table 2 The table below shows The International Clinical Diabetic Retinopathy and DME

Disease Severity Scales are extensively utilized in clinical practice to evaluate the severity

and progression of DR and DME.
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B. Dataset Analyzation

The dataset for the Kaggle APTOS 2019 competition was sourced significantly

from the Aravind Eye Hospital in rural India. The dataset comprises a total of 5,590

retinal images specifically collected for automated Diabetic Retinopathy Detection.

This dataset is considered the third-largest of its kind, providing valuable data for

training and evaluating diagnostic models. However, it must be acknowledged that

the dataset exhibits imbalance of the class, particularly in Severe NPDR class, which

is represented by only 193 images.

To ensure the dataset's diversity and representativeness, technicians from the

Aravind Eye Hospital visited various rural areas of the country to capture the

images. This approach introduces variations in camera settings across multiple
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centers, similar to the Kaggle EyePACS dataset. It must be acknowledged that as

these retinal pictures were gathered in real-world clinical settings, they may contain

noise, such as artifacts, focus issues, and differences in exposure levels (over or

under).

Figure 3 Here are 15 randomly selected retinal images from the APTOS-2019 dataset, which

includes a collection of images for automated Diabetic Retinopathy Detection.

The labels associated with the dataset adhere to the widely recognized Diabetic

Retinopathy and DME Disease Severity Scales as shown in the table 2. The dataset

provides images categorized into five main classes: 0 grades as No DR, 1 grades as

Mild, 2 grades as Moderate, 3 grades as Severe, and 4 grades as Proliferative DR .

These categories serve as a reference for evaluating the severity and advancement of

DR and DME. The classes 1, 3, and 4 each have less than half the amount of data as

class 2. For the training set, the dataset comprises 3662 images and for the validation

set, the dataset comprises 1928 images. The dataset has five classes, with class 0

having the highest number of samples at 1805, followed by class 2 with 999

samples. Class 1, class 4, and class 3 have 370, 295, and 193 samples, respectively.

The figure 3 illustrating the label class distribution clearly visualizes the unbalanced

nature of the dataset, with a notable disparity in the count of samples across various

classes.
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Figure 4 The figure illustrates the imbalanced label class distribution in the dataset, with

class 0 being the most prevalent and classes 1, 3, and 4 having fewer samples.

C. Terminologies

In the field of AI and ML, several key terminologies like DL, CNN, Transfer

Learning, and Meta Learning play a top role in advancing the capabilities of models

and algorithms. Each term refers to a specific concept or technique within the

broader domain of machine learning.

1. Deep Learning

Deep learning has brought about a transformative impact in diverse domains,

encompassing computer vision, natural language processing, speech recognition, and

robotics. Deep learning has made remarkable breakthroughs in numerous tasks,

including image classification, object detection, machine translation, and voice

synthesis. One of the prominent advantages of deep learning is its capability to

effectively handle large and high-dimensional datasets, allowing it to capture

intricate patterns and dependencies that might be difficult for traditional machine

learning algorithms to discern.

Deep neural networks, the fundamental building blocks of deep learning,

comprise multiple layers of interconnected neurons. Each neuron performs a

weighted computation on its inputs and passes the result through a non-linear

activation function. The network's depth allows it to acquire hierarchical

representations, where lower layers capture low-level features, while higher layers

16



capture more abstract and complex features. This hierarchical representation learning

empowers deep learning models to achieve best performances in a wide range of

tasks, often surpassing human-level performance in specific domains.

Deep learning models have also benefited from architectural innovations,

including (CNNs) for image analysis, (RNNs) for sequential data processing, and

transformers for NL understanding. The mentioned architectures, combined with

techniques like transfer learning, regularization, and ensemble learning, have further

improved the performance and generalization capabilities exhibited by DL models.

2. Convolutional Neural Network

CNNs are a powerful class of deep learning models specifically designed for the

tasks of image processing. They are inspired by the structure and functionality of the

visual cortex present in the human brain. CNNs are adept at capturing spatial

dependencies and extracting meaningful features from images. This is accomplished

by employing convolutional layers that apply filters to the input data, allowing the

network to learn local patterns and spatial relationships. By stacking multiple

convolutional layers, CNNs can progressively learn more complex representations of

the input data, enabling them to effectively handle intricate visual tasks like

classifications, detections, and segmentations of the images.

The notable advantage of CNNs is their capability to automatically learn relevant

features from raw image data. Unlike traditional machine learning approaches that

often necessitate manual feature engineering, CNNs eliminate the need for such

time-consuming processes and have the potential to capture comprehensive

information. In contrast, CNNs learn feature mapping from the data directly,

allowing them to adapt and discover high-level features that are most discriminative

for the task at hand. This capability is particularly valuable in computer vision,

where images contain a vast amount of information that may not be easily

discernible to human observers. CNNs excel at automatically extracting relevant

visual features, enabling them to acquire high performance in various image-related

tasks.

3. Transfer Learning

Transfer learning describes the method of using the knowledge gained by using

pre-trained models on one task to enhance performance on a related but distinct task.

17



The ultimate goal of the transfer learning is to move the learnt parameters or

representations from the source to the target. In transfer learning, a pre-trained model

collects common patterns and features that are helpful for a variety of tasks and is

often trained on a big dataset. The pre-trained model is applied to new data more

successfully and possibly performs better than when learned from the start by

adjusting or tuning it for the desired task. Transfer learning becomes very beneficial

when intended tasks have few labeled data points or when the target task and source

task have similar properties. It aims to leverage knowledge from pre-trained models

to improve performance on a related task.

Figure 5 The basic structure of transfer learning involves transferring the learned

representations from a source task to a new target task, allowing for improved performance

and generalization.

4. Meta Learning

Meta learning, a technique also referred as "learning to learn," focuses on

developing algorithms and techniques that enable ML models to acquire the ability

to learn and adapt quickly from a limited set of training examples. Meta learning

involves training models on multiple related tasks or datasets to learn higher-level

knowledge or strategies that can be applied to new, unseen tasks. By learning how to

learn, meta learning algorithms aim to improve the generalization and adaptation

capabilities of ML models. These techniques often involve training models with
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meta-objectives, such as optimizing the learning process itself or learning to

dynamically adjust model parameters based on task-specific characteristics.

By combining transfer learning and meta learning, researchers and practitioners

aim to improve the efficiency, performance and generalization of ML models.

Transfer learning provides a way to leverage existing knowledge and

representations, while meta learning equips models with the ability to quickly adapt

and generalize to new tasks. Both approaches have demonstrated significant

advancements in various domains, including computer vision, natural language

processing, and reinforcement learning tasks. These techniques continue to drive

innovation in the field of ML, enabling models to tackle complex real-world

problems with limited labeled data and enhance their overall learning capabilities.

Figure 6 The figure illustrates the basic structure of meta-learning, showcasing the process

of learning to learn for improved task adaptation and generalization.
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IV. IMPLEMENTATION DETAILS

In this research, the implementation details of diabetic retinopathy (DR) detection

and classification were divided into several phases. The first phase focused on

setting up the base models, including EfficientNet, ResNet, and DenseNet. These

models were chosen for their effectiveness in image classification tasks and their

ability to extract relevant features from retinal images. Each base model was trained

independently to learn the specific patterns and characteristics associated with DR.

In the subsequent phases, ensemble and stacking techniques were employed to

further improve the models' performance. Ensemble learning involved combining the

predictions of multiple base models, while stacking utilized the predictions as input

features for a meta-classifier. A thorough training and validation split was performed

to ensure accurate evaluation and prevent overfitting. Through these steps, the

research aimed to achieve accurate detection and classification of DR, facilitating

timely diagnosis and treatment for affected individuals.

A. Base Models

For training the stacking model in ensemble learning we first need to train and

prepare the base models. After the dataset has been trained on the model, we use the

outputs of each of these base models as the input of the stacking model. We have

used only three base models for this research.

1. EfficientNet

EfficientNet models have been developed with the objective of achieving more

reliable and accurate approaches in computer vision and deep learning. These

models achieve this by scaling depth, width, and resolution while effectively

reducing the model size. The EfficientNet family consists of 8 models, ranging from

B0 to B7, where the number of parameters does not increase with the model number,

but the accuracy significantly improves. In contrast to other CNN models that

employ ReLU as the activation function, EfficientNet introduces a novel activation

function known as Swish, which combines linear and sigmoid activations. The

architecture of EfficientNet is characterized by the inverted bottleneck MBConv,

which utilizes direct connections and channel compression, resulting in fewer

connected channels compared to expansion layers. EfficientNet models demonstrate
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higher accuracy and efficiency compared to existing CNN models, with

EfficientNet-B7 achieving state-of-the-art performance with 84.4% top-1 and 97.1%

top-5 accuracy on ImageNet dataset.

The architecture of EfficientNet also incorporates in-depth separable

convolutions, reducing computation by a factor of k when the kernel size is k^2. To

ensure consistent scaling of depth, width, and resolution, the compound coefficient φ

is employed following the principles of compound scaling.

𝑑𝑒𝑝𝑡ℎ,  𝑑 = αφ

𝑤𝑖𝑑𝑡ℎ, 𝑤 = βφ

𝑟𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛, 𝑟 = γφ

(1)

EfficientNet models aim to achieve high accuracy while still using computational

resources efficiently. Efficient Net-B5 has been used as the first base model. The

scalable architecture of EfficientNet models makes it simple to change the model

size in accordance with the resources at accessibility or your specific requirements.

(2)α≥1, β≥1, γ≥1

In the equation 2 α, β, γ are constants, by using grid search these can be observed,
the number of resources available for model scaling is controlled by φ which is a
user-defined coefficient, on the other hand, α, β, γ determine shows the width, depth,
and resolution of the architecture, respectively.

Figure 7 The figure illustrates the basic architecture of EfficientNet.
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EfficientNet-B5 is the efficient DL model that combines accuracy and

computational efficiency. As part of the EfficientNet family, it is designed to scale

the width, depth and resolution of the architecture to achieve optimal performance.

With its larger size, EfficientNet-B5 captures intricate patterns and features in data

while maintaining computational efficiency. It has been trained on large-scale

datasets and utilizes techniques like depthwise separable convolutions to reduce

complexity. EfficientNet-B5 has achieved impressive results in various computer

vision tasks, making it best suitable for applications which need accurate visual

recognition.

With its larger size compared to earlier versions, EfficientNet-B5 exhibits a

higher capacity to capture intricate details and learn complex representations from

data. It has been trained on extensive datasets, enabling it to generalize well to

various visual recognition tasks. The model incorporates depthwise separable

convolutions, which separate the spatial and channel-wise transformations, reducing

computational complexity without sacrificing accuracy. The reason for using

efficientNet-B5 is that it's a powerful deep learning model that strikes a balance

between accuracy and computational efficiency. Its scalable architecture, combined

with innovative design choices, allows it to achieve remarkable performance across

different visual recognition tasks. By leveraging EfficientNet-B5, researchers and

practitioners can benefit from its high accuracy and efficient resource utilization,

thus making it a well suited option for use in the research of DR.

2. ResNet

The ResNet architecture introduced Residual Blocks as a solution to the challenge

of vanishing/exploding gradients in deep neural networks. By incorporating skip

connections, ResNet enables layer activations to be directly connected to subsequent

layers, creating residual blocks. This approach allows the network to learn residual

mappings, focusing on the difference between the predicted and true outputs rather

than directly modeling the desired mapping. The skip connections enable the

network to handle the degradation of performance that can occur with increasing

depth, making it possible to train extremely deep neural networks without

encountering gradient-related issues.
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Implementations of ResNet are readily available in popular deep learning

frameworks such as Keras, which offers pre-trained ResNet models with different

depths and variations. The ResNet models available in Keras Applications include

ResNet50, ResNet101, ResNet152, ResNet50V2, ResNet101V2, and ResNet152V2.

These models differ in terms of the number of layers and the specific architectural

variations. Additionally, the V2 versions of ResNet incorporate batch normalization

before each weight layer, providing further improvements in training stability and

performance. The availability of these pre-trained models simplifies the integration

and deployment of ResNet architectures in various computer vision applications,

enabling researchers and practitioners to leverage the power of ResNet for their

specific tasks.

The Residual Network, commonly known as ResNet, was originally introduced in

2015 by Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun in their

influential research paper focused on computer vision (Tongfeng et al., 2020). These

Networks are a sort of classic NN that serves as the basis for a wide variety of

computer vision applications. ResNet pioneered the notion of skip connections in

order to solve the issue of vanishing gradients. This is achieved by letting the

gradient flow in a different shortcut direction and allowing the model to learn an

identity mapping. This ensures that the higher layer performs as well as possible at

the lower layer, and possibly even better. In the absence of the skip connection, the

input "Y" undergoes a multiplication by the layer's weights, followed by

incorporating a bias term. The activation function "f()" is subsequently applied to the

output of the layer, yielding "H(y)" Equation (3).

H(y) = f ( wy+b ) or

H(y) =f (y)

(3)

In summary, the inclusion of residual blocks in ResNet simplifies the learning

process for layers to capture identity functions. This enhances the effectiveness of

deep neural networks with a larger number of layers while reducing errors. The skip

connections enable the addition of outputs from stacked layers to the outputs of

preceding layers, enabling the training of significantly deeper networks than was

previously feasible. However, after the introduction of the skip connection approach,

the output has been changed from "H(y)" to Equation (4).
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H(y)=f(y)+y

(4)

In addition, whether using a convolutional layer or a pooling layer, the input

dimension and the output dimension may be different from one another. As a

consequence of this, the issue may be resolved by using the strategies of padding a

zero by making use of the skip connection in order to enlarge its dimensions and by

attaching 1x1 convolutional layers to the input in order to fulfill the required

dimensions. In this particular scenario, the outcome is represented by Equation (5),

in which "w1" is an additional parameter that has been included.

H(y)=f(y)+w1.y

(5)

In ResNet models make use of residual connections to help solve the issue of

training with vanishing gradients. ResNet-18 is a variant of the Residual Neural

Network (ResNet) architecture that consists of 18 layers. ResNet-18 ResNet has

gained widespread adoption in computer vision tasks, particularly in areas like image

classification and object detection. Its effectiveness in handling complex visual data

has made it a popular choice in these domains. Despite its relatively compact size,

ResNet-18 exhibits remarkable accuracy and generalization capabilities, making it a

popular choice for various applications in the field of computer vision. Resnet-18 is

used for the following implementation. This makes it possible to train deeper

networks efficiently and raises the performance of the model as a whole. In

comparison to deeper variants, ResNet18 is a relatively light network, which speeds

up training and uses less computing power.

Figure 8 The figure illustrates the basic architecture of Resnet.
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3. DenseNet

DenseNet is a CNN architecture which differs from traditional feed-forward

CNNs. DenseNet architecture is composed of Dense Blocks and Transition Layers,

establishing direct connections between each layer and every other layer in the

network (Huang et al., 2017). DenseNet-121 and DenseNet-169 are two popular

variants of DenseNet, characterized by the number of layers and parameters.

In a traditional CNN, each layer receives input from the previous layer and

generates an output feature map. However, as the network becomes deeper, the issue

of vanishing gradients arises, hindering effective training. This occurs when

information is lost or 'disappears' as it traverses through numerous layers. The

vanishing gradient problem poses limitations on the network's ability to effectively

learn and achieve high performance.

DenseNets address the vanishing gradient problem by ensuring dense connections

between layers, promoting feature reuse and propagation. Unlike traditional CNNs,

DenseNets require fewer parameters as they eliminate the need to learn unnecessary

feature mappings. In a DenseNet, every single layer is directly connected to all other

layers, resulting in a total of L(L+1)/2 direct connections in the network for L number

of layers.

The DenseNet architecture improves gradient flow, facilitates information flow

across layers, and effectively utilizes network parameters. The specific

configurations of DenseNet, including DenseNet-121 and DenseNet-169, are

summarized in Table 3.

Table 3 Overall DenseNet architectures for ImageNet (Huang et al., 2017).
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Connectivity, DenseBlocks, Growth Rate, and Bottleneck layers are the

component elements of the DenseNet architecture.

a. Dense Connectivity

DenseNets utilize a unique connectivity pattern where the feature maps of

previous layers are concatenated and used as inputs in subsequent layers, resulting in

reduced parameters and enabling feature reuse. Each layer in DenseNet receives the

concatenation of feature maps [z0, z1, z2...] from all preceding layers as input,

denoted as [z0, z1,..., ] in Equation (6). This concatenation simplifies the𝑧
𝑙−1

implementation of , combining multiple inputs into a single tensor for further𝐻
𝑙 

processing.

(6)𝑧
𝑙

= 𝐻
𝑙

𝑧
0
, 𝑧

1
, …, 𝑧

𝑙−1[ ]( )
b. Dense Blocks

To address situations where the size of feature maps varies, DenseNets

incorporate Dense Blocks. These blocks maintain a constant size of feature maps

while varying the number of filters between each pair of maps. Transition Layers,

located between the blocks, play a crucial role in down-sampling by reducing the

number of channels by half. Equation (1) defines as a composite function in each𝐻
𝑙

layer, encompassing rectified linear unit (ReLU), batch normalization (BN), and

convolution (Conv) operations, ensuring efficient information processing within the

DenseNet architecture.
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c. Growth Rate

The growth rate, denoted by "N", determines the number of new features added

by each layer to the existing global state, resulting in an expansion of the feature

map size. It governs the amount of information contributed to each layer of the

network. Equation (7) illustrates that if each function generates "n" feature maps,𝐻
𝑙

the lth layer must include input feature-maps, where " " represents the number of𝑛
0

channels in the input layer. DenseNets distinguish themselves from traditional

network architectures by accommodating remarkably thin layers while maintaining

effective information flow throughout the network.

(7)𝑛
𝑙

= 𝑛
0

+ 𝑛 * 𝑙 − 1( )

d. Bottleneck layers

To address the issue of a large number of inputs in deeper layers, a bottleneck

layer with a 1x1 convolution is introduced before each 3x3 convolution. This

bottleneck layer helps enhance the efficiency and speed of computations. DenseNets

stand out from traditional CNN or ResNet architectures by evaluating fewer

parameters, promoting feature reuse, and constructing more compact models. These

characteristics contribute to their state-of-the-art performance and efficiency across

various datasets. The dense connectivity of DenseNets plays a key role in achieving

these results. The schematic layout of DenseNet is depicted in Figure 9.

Figure 9 The figure illustrates a deep DenseNet architecture consisting of 3 dense blocks.

The layers that connect two adjacent blocks are referred to as transition layers, which

employ convolution and pooling operations to update the size of feature maps.
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B. Model Ensemble and Stacking

In the task of predicting diabetic retinopathy, an ensemble approach was

employed using multiple deep learning models. ResNet18, DenseNet121, and

EfficientNet-B5 were among the models selected for the ensemble. These models,

originally trained on the ImageNet dataset, were fine-tuned by adapting their final

layers to match the classes in the specific diabetic retinopathy dataset used in the

study. This customization allowed the models to leverage their pre-trained

knowledge and potentially improve their performance in diabetic retinopathy

detection.

To further enhance the predictive performance, a stacking approach was

implemented. Stacking involves training an ensemble model that combines

predictions from multiple base models to make final predictions. In this study, the

outputs from ResNet18, DenseNet121, and EfficientNet-B5 were concatenated to

form the input for the stacking model. By leveraging the collective knowledge and

predictions of these base models, the stacking model aimed to make more accurate

and robust predictions for diabetic retinopathy.

The ensemble of multiple deep learning models and the stacking technique

offered several advantages. First, it allowed for leveraging the strengths of each base

model and compensating for their individual weaknesses. Second, the ensemble

approach helped reduce the risk of overfitting and improved the generalization

capability of the predictive model. Lastly, the stacking method provided a

mechanism to learn higher-level representations and capture complex interactions

between features, potentially leading to improved performance in diabetic

retinopathy classification. Through this ensemble approach and the utilization of

ResNet18, DenseNet121, and EfficientNet-B5 models, the study aimed to create a

robust and accurate system for diabetic retinopathy prediction. The results obtained

from this ensemble approach could provide valuable insights and contribute to the

development of more reliable diagnostic tools for early detection of DR.
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Figure 10 The figure illustrates an ensemble stacking of the base models which are

Efficientnet-b5, Resnet-18 and Densenet-121.

The stacking model used in this study was a straightforward linear model. A

15-element vector is created by concatenating the outputs of the base models, each

of which generates a prediction vector of length 5 (corresponding to the 5 classes in

the dataset). The model is able to learn the best combination of the predictions from

the basic model by passing this vector through a linear layer with five outputs. By

employing this stacking strategy, the model is able to fully capitalize on the

advantages of each base model, possibly leading to a more reliable and precise

predictive model. The stacking model is trained using the Adam optimizer and a

common loss function (in our instance, Cross Entropy Loss).

C. Dataset Pre-processing

In the preprocessing stage of the APTOS-2019 dataset, a transformation pipeline

is applied to the retinal images. This pipeline includes several transformations to

prepare the images for analysis. First, we checked for any outliers but couldn’t find

any duplicate or none pictures. The following images were then resized to fixed

224x224 pixels images. This resizing step ensures that all images have the same

dimensions, facilitating consistent processing of the dataset. Next, these images were

converted to tensors, which are numerical representations and are best suitable for

DL models. This conversion enables efficient computation and integration with deep

learning frameworks. Finally, the pixel values of the images are normalized. The

normalization process adjusts the pixel values to standardize the data with a mean of

(0.485, 0.456, 0.406) and a standard deviation of (0.229, 0.224, 0.225). The

following normalization ensures that the pixel values are standardized and helps in
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mitigating the impact of varying image characteristics. By applying these

preprocessing steps, the APTOS-2019 dataset is prepared in a consistent and

standardized format, which is essential for training and evaluating deep learning

models on the dataset.

Figure 11 The figure depicts the preprocessing stage of the images in the APTOS-2019

Kaggle dataset.

D. Training and Validation Split

To guarantee that the models could be properly trained and evaluated in this

research, the dataset was divided in training subset and validation subset. By

dividing the dataset in this form, the models can be trained on one part (i.e training

set) of the data, and their performance can then be assessed on a second subset of the

data (the validation set), which they were not exposed to during training. In a

real-world application, this helps in estimating how well the trained models will

respond to new data. This was done using pandas' sample function, which takes a

sample of data at random, according to the provided code in which we have chosen

the 80% of data for the training set since the parameter was set to 0.8.

The random_state parameter was set to a specific value to ensure the

reproducibility of the results. It ensures that each time the code is executed, the

random selection of data will be the same. After choosing the training set, the

validation set was made by removing its indices from the entire dataset, thereby

erasing the 20% of data that wasn't part of the training set. This type of split was

used for this study on the detection of diabetic retinopathy since it is frequently used

in ML and DL projects to provide a balanced approach to training and testing

models.

Table 4 A numerical representation of training and test images of dataset
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Images Training Validation

Randomly selected
Images

80% 20%

Total Images 3662 2930 732
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V. RESULTS AND DISCUSSION

A. Training Process

Standard deep learning techniques were used to handle the training of the models,

including the base models and the stacking model. The Adam optimization technique

was used for optimizing the parameters of the models. This adaptive learning rate

method uses little memory and is computationally effective. Due to its effectiveness,

it has been widely used in deep learning. A common approach for multi-class

problems with classification, the Cross-Entropy Loss, was used to train the models.

The variation between the expected probability and the actual labels is measured by

the Cross-Entropy Loss. As a result, the model is recommended to output low

probability for the incorrect classes and high probabilities for the correct classes.

The main models were initially trained separately. The stacking model was then

trained using the Adam optimization algorithm and Cross-Entropy Loss, and its data

inputs were concatenated and used in this process. The stacking model learns to

correct for errors made by the base models by training it to base its predictions on

their outputs, which will enhance the accuracy of all predictions.

B. Base Model Performance

In the case of the individual base models, they were evaluated using the accuracy

metric, which is the proportion of correct predictions out of the total predictions. For

the EfficientNet-B5 model, the accuracy on the validation set was approximately

82.24%. The second model, ResNet18, achieved an accuracy of about 78.96% on the

validation set. The third model, DenseNet121, performed comparably to the first

model, with an accuracy of about 81.28% on the validation set. In general, these

results suggest that all three base models were able to learn useful representations

from the training data and generalize well to unseen data in the validation set.

However, there were variations in their performances, and this further justifies the

use of model ensemble and stacking techniques to leverage their complementary

strengths and improve the overall system's performance.

Table 5 Results from the three base models before ensemble learning

EfficientNet-B5 ResNet18 DenseNet121
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82.24% 78.96% 81.28%

C. Stacking Model

The base models (Efficientnet-b5, Resnet-18, Densenet-121) predictions were

used to train the stacking model. The stacking model's input was a combination of

the predictions from these models. The typical method of using the original features

as input (in this case, the image data) is different from this. The stacking model was

trained using a standard supervised learning procedure. Binary Cross-Entropy with

Logits Loss, a loss function appropriate for binary classification issues, was

employed. Adam was used for training the model as its the widely used optimizer

algorithm because of its effectiveness. Every 20 epochs, the loss was recorded

during the 500 epochs of training in order to track its progress. The model

parameters were preserved for later usage after the training.

Figure 12 The figure depicts the three base models as inputs for the ensemble model

and then the ensemble model will do the prediction based on it.

1. Accuracy

Accuracy can be computed by considering the positive and negative classes. TP

(True Positives) represents the number of instances correctly classified as the

observed class, TN (True Negatives) represents the number of instances correctly

classified as the remaining classes, FP (False Positives) represents the number of

misclassified instances as the remaining classes, and FN (False Negatives) represents

the number of misclassified instances as the observed class.
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(8)𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁+ 𝐹𝑃 + 𝐹𝑁

2. Recall/Sensitivity

Recall, also referred to as sensitivity or true positive rate, is a performance metric

commonly utilized in classification tasks. It quantifies the model's ability to

accurately identify positive instances among all the actual positive instances in a

dataset. Mathematically, recall is calculated by dividing the true positives (TP) by

the sum of true positives and false negatives (FN).

(9)𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  𝑇𝑃
𝑇𝑃+𝐹𝑁

If the value of high recall is big it indicates that the model is successfully

capturing a significant proportion of the positive instances and has a low false

negative rate. It is a useful metric when the focus is on minimizing false negatives,

such as in medical diagnosis or detecting rare events.

3. Specificity

Specificity, also referred to as the true negative rate, is a performance metric

commonly employed in binary classification tasks. It assesses the model's capability

to accurately identify negative instances among all the actual negative instances in a

dataset. Mathematically, specificity is calculated by dividing the true negatives (TN)

by the sum of true negatives and false positives (FP):

(10)𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  𝑇𝑁
𝑇𝑁+𝐹𝑃

A high specificity value indicates that the model is successfully capturing a

significant proportion of the negative instances and has a low false positive rate. It is

a valuable metric when the emphasis is on reducing false positives. Specificity is the

complement of the false positive rate (1 - false positive rate) and provides insights

into the model's ability to accurately classify negative instances.

4. Precision

Precision, also referred to as positive predictive value, is a performance metric

commonly employed in binary classification tasks. It assesses the accuracy of the

positive predictions made by a model. Mathematically, precision is calculated by

dividing the true positives (TP) by the sum of true positives and false positives (FP).

(11)𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =    𝑇𝑃 
𝑇𝑃 + 𝐹𝑃
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A high precision value indicates that the model is making accurate positive

predictions with a low rate of false positives. It is particularly valuable when

minimizing false positive errors is a priority, such as in medical diagnostics or credit

fraud detection. Precision provides insights into the model's ability to correctly

classify positive instances, especially when the cost of false positives is significant.

However, precision does not consider false negatives and may not fully capture the

model's ability to correctly identify all positive instances in the dataset.

5. F1-Score

The F1 score is a metric that evaluates a model's performance in binary

classification tasks by taking into account both precision and recall. It provides a

balanced assessment when dealing with imbalanced datasets or when both false

positives and false negatives are equally significant. The F1 score is calculated as the

harmonic mean of precision and recall, ensuring that both metrics contribute equally

to the overall score:

(12)𝐹1 = 2 𝑥 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙

A high F1 score indicates that the model achieves both high precision and high

recall, signifying accurate positive predictions and correct identification of a

substantial portion of positive instances in the dataset. The F1 score ranges from 0 to

1, with 1 being the optimal score.

The F1 score is a valuable metric when there is a trade-off between precision and

recall, providing a consolidated assessment of a model's overall performance in

binary classification tasks. It is particularly useful when considering both false

positives and false negatives in the evaluation process.

6. Receiver Operating Curve (ROC)

The Receiver Operating Characteristic (ROC) curve is a graphical representation

of a binary classification model's performance. It is constructed by plotting the true

positive rate (TPR), also known as sensitivity or recall, against the false positive rate

(FPR) at various classification thresholds. The TPR represents the ratio of true

positive instances correctly classified as positive, while the FPR represents the ratio

of negative instances incorrectly classified as positive. The ROC curve provides
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valuable insights into the model's discriminatory capabilities between the positive

and negative classes.

The ROC curve is a valuable tool for evaluating the trade-off between the true

positive rate and the false positive rate. It allows us to assess the overall

classification performance of a model by analyzing the shape of the curve and its

distance from the diagonal line, which represents random guessing. The area under

the ROC curve (AUC-ROC) is a commonly used metric to measure the

discriminative power of a model. An AUC-ROC score of 1 indicates a perfect

classifier, while a score of 0.5 suggests a model that performs no better than random

guessing. The ROC curve facilitates the comparison of different models or parameter

settings within the same model, enabling the selection of an appropriate threshold

based on the desired balance between sensitivity and specificity.

7. Area Under The Curve (AUC)

The Area Under the Curve (AUC) is an important metric for assessing the

performance of a binary classification model. It specifically refers to the area under

the Receiver Operating Characteristic (ROC) curve, which plots the true positive rate

(TPR) against the false positive rate (FPR) at various classification thresholds. The

AUC quantifies the model's overall discriminative power and its ability to

differentiate between positive and negative instances.

The AUC score ranges from 0 to 1, where a score of 1 represents a perfect

classifier that achieves a TPR of 1 (sensitivity) while maintaining an FPR of 0

(specificity). On the other hand, a random classifier would have an AUC of 0.5,

indicating no discriminative power. Generally, a higher AUC score indicates better

performance in classifying positive and negative instances.

The AUC is widely used in evaluating classification models, particularly in

scenarios involving class imbalance or unequal costs of false positives and false

negatives. It provides a comprehensive measure of the model's ability to rank

instances correctly and serves as a useful tool for comparing different models or

different parameter settings within the same model.

Metrics were used to evaluate the stacking model's performance on the validation

set. On the validation images, the stacking model's accuracy was 92.76%. This

indicates that for approximately 93% of the photos in the validation set, the stacking
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model provided accurate predictions. The precision and recall score, known as the

F1 score, was approximately 0.91. This shows that a decent balance between

accurately detecting positive cases (recall) and reducing false positives (precision)

was maintained by the stacking model.

Table 6 Showing the metrics scores for the ensemble stacking model

Matrics f1 accuracy precision recall roc_auc

Score 0.92 0.90 0.90 0.91 0.92

Additionally, the precision score was approximately 0.90, indicating that the

model correctly predicted positive cases 90% of the time. Recall was approximately

0.92, indicating that 92% of the positive cases in the validation set were properly

identified by the model. Finally, the model's ROC-AUC score was close to 0.93,

showing that it is very capable of differentiating between the classes. A high score

on the ROC-AUC measure denotes a strong model in binary classification problems.

These metrics indicate the effectiveness of the chosen ensemble and stacking

technique overall, indicating that the stacking model performed well on the

validation set.

Figure 13 The figure showing the (ROC) curve area of the ensemble stacking model.

D. Few-Shot Learning with APTOS-2019

We used few-shot learning as an experimental strategy with the APTOS-2019

dataset. This method seeks to develop models that can efficiently learn knowledge
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from a limited amount of data. Due to the APTOS-2019 dataset's unbalanced class

distribution, the results, however, were not satisfactory. Even after changing the

dataset according to the few shot model requirements by putting all the classes in the

different folders and augmenting and adding more pictures to the data with less data

still didn’t resolve the problem. An unbalanced dataset can have a major impact on

the effectiveness of a machine learning model, especially when utilizing a few-shot

learning strategy that mainly relies on a tiny sample of data.

E. Using Meta Learning Approach

Moving forward, we employed the meta learning approach on the APTOS-2019

dataset for multi-class classification of diabetic retinopathy. The meta learning

approach leverages the ensemble of multiple deep learning models to improve the

classification performance. By combining the outputs of different base models, a

stacking model was created to make predictions based on the collective knowledge

of the base models. This approach allows for enhanced accuracy and robustness in

classifying the retinal images into their respective categories. The performance of the

stacking model on validation images was as follows:

Table 7 Showing the overall metrics scores for the ensemble stacking model against the
classification DR.

Matrics f1 accuracy precision recall

Score 0.833 0.833 0.835 0.833

The (ROC) curve analysis, particularly the Area Under the Curve (AUC) metric,

provides an evaluation of the overall performance and discriminative power of the

meta learning-based approach in diabetic retinopathy classification. You can see

from Table 8 that some classes showed better performance while others didn't. Class

0 and 2 which had more images in the dataset showed good performance compared

to other classes. The results suggest an acceptable level of performance, but there is

room for improvement.

Table 8 The ROC-AUC scores were varying significantly across different classes.

Classes O I 2 3 4

Score 0.978 0.726 0.874 0.709 0.716
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After evaluating the multi-class model's performance, we modified the strategy

for binary classification. This modification was developed in light of the difficulties

that multi-class classification presents when dealing with imbalanced data. As a

result, the findings significantly improved and the accuracy of the stacking model

exceeded 90%. The experiments have demonstrated that although meta-learning and

few-shot learning algorithms can be used to diagnose diabetic retinopathy, careful

consideration of the class distribution in the dataset is necessary to ensure the best

model performance.

Figure 14 The figure showing the Model Performance for binary classification.

Accuracy: 92, F1-score: 90, Precision: 90, Recall: 91

Figure 15 The figure showing the ROC area of Model Performance for binary

classification which is 93%.

F. Summary of Findings

This study employed deep learning techniques to classify the severity of Diabetic

Retinopathy, a serious eye condition common in diabetic patients. Specifically, the

study used an ensemble of pretrained convolutional neural networks

(EfficientNet-B5, ResNet18, and DenseNet121) and a stacking approach to improve
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model performance. The base models achieved individual validation accuracies

around 78% to 82%. However, the stacking model achieved a validation accuracy of

approximately 93%, showcasing the effectiveness of the ensemble and stacking

method. The stacking model also achieved impressive scores on other performance

metrics, including precision, recall, F1-score, and ROC-AUC score, indicating its

robustness in classifying the DR condition. These findings suggest that ensemble

learning and stacking methods can be powerful tools in the context of medical image

classification tasks, particularly when the goal is to leverage the strengths of multiple

models to improve overall performance.

G. Potential Improvements and Future Work

Despite the encouraging outcomes achieved thus far, several potential areas of

improvement and directions for future work. Fine-tuning the base models on the

specific task could potentially improve their individual performances and, by

extension, the performance of the ensemble model. Additionally, exploring different

architectures for the stacking model could lead to improved performance.

Hyperparameter tuning, such as adjusting the learning rate or the number of epochs,

could also yield better results. Another promising direction for future work could

involve expanding the ensemble to include more diverse base models. The current

study utilized models based on CNNs; including models based on different

architectures, such as transformer models, could potentially increase the robustness

of the ensemble.

H. Implications of the Study

This study has several implications, especially for the application of DL in the

medical field. First off, it shows how DL models could be used to help with the

identification of diseases like diabetic retinopathy. Accurate early detection can

significantly enhance a patient's prognosis, resulting in better medical outcomes.

Additionally, the application of ensemble and stacking methods demonstrates how

we can capitalize on the complementing qualities of diverse models to enhance

overall performance, a strategy that can be used in a variety of other healthcare

situations. The study additionally emphasizes the value of ongoing model validation

and evaluation to make sure the model works effectively on both training and
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real-world data. This is essential in the medical field because misdiagnosis may be

quite expensive and the stakes are so high.

VI. CONCLUSION

In conclusion, this study showcased the effectiveness of using an ensemble of

pretrained CNNs and a stacking approach for classifying the severity of Diabetic

Retinopathy. The stacking model, consisting of EfficientNet-B5, ResNet18, and

DenseNet121, achieved a validation accuracy of approximately 93%, surpassing the

individual performances of the base models. The robustness of the stacking model

was demonstrated by its high precision, recall, F1-score, and ROC-AUC score.

These findings highlight the power of ensemble learning and stacking methods in

medical image classification tasks, particularly for leveraging the strengths of

multiple models to improve overall performance.

Moving forward, there are several areas for potential improvement and future

work. Fine-tuning the base models on the specific task, exploring different

architectures for the stacking model, and conducting hyperparameter tuning could

further enhance the performance of the ensemble. Additionally, expanding the

ensemble to include models based on different architectures could increase its

robustness. These avenues of research hold promise for achieving even higher

accuracy in classifying diabetic retinopathy.

The implications of this study extend beyond diabetic retinopathy classification. It

highlights the potential of DL models in aiding disease identification and improving

patient outcomes through accurate early detection. The application of ensemble and

stacking methods in the healthcare domain offers a valuable strategy for leveraging

the strengths of diverse models. Ongoing model validation and evaluation are crucial

in the medical field to ensure effective performance on both training and real-world

data. By continually refining and validating these models, we can mitigate the risks

associated with misdiagnosis and ultimately improve patient care.
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